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First thing, save this file, the Employeeselected, and the Personals Project Excel files to another name as working files so that the originals are preserved.

My comments are in italics.  They will walk you through how to analyze the Personals Project file.  The various steps are also numbered.

Working with the Employeeselected (or Selected Employees) file is optional.

Read and study the whole document first.

5.3. Crosstabs Tables

In the first part of this chapter we saw how to create row and column percentage tables for categorical variables in Excel if we already know the total counts in the respective categories. In the second part we saw how to use Excel's "Pivot" function to compute such counts or frequencies for us, using one variable at a time. Now we want to automatically generate tables involving two variables from a particular data set instead of converting existing tables into percentage tables. The procedure will be similar to the one before, so make sure you are familiar with the previous section.
Example: Attached is an Excel data file listing salary levels and other information about employees of a particular company. Create and interpret tables relating: 
1. Gender with Salary Level

2. Salary Level with Years of Education

3. Salary Level with Job Category

 
 Selected Employees

With Excel, the appropriate tool to create such crosstabs tables is - you guessed it - the "PivotTable Report ..." menu item under the "Data" menu. Actually, the PivotTable menu item is still more flexible than we will need in our course, but it will for sure create the type of tables that we will be interested in. 
· Load the above spreadsheet into Excel 

· Select "PivotTable Report ..." from the "Data" menu entries, as in the previous section.

1.
Load the Personals Project spreadsheet into Excel.

2.
Select "PivotTable Report ..." from the "Data" menu entries.
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3.
Select Next which will open a P & P Wizard – Step 2 window.  Pick the data you want, including the header row, and then chose Next.

4.
Another Wizard window opens asking where you want to put the PivotTable.  Put it in a New Worksheet.  
You might check what Layout and Options choices there are.  Chose Finish.

5.
This creates a Crosstabs table in a new sheet.  You may want to change the Page Layout to Landscape if the table appears to be too wide for the sheet.


Go to File > Page Layout > Page tab and chose Landscape


Go to the Sheet tab and chose Gridlnes.  Click OK.

6.
The PivotTable Field List may look different from the one seen below.

7.
Rename the worksheet that the PivotTable is in by double-left clicking on the tab at the bottom of the worksheet and typing in another name, say Crosstabs, and then clicking inside the worksheet.

Since we will accept all default options anyway, we can click immediately on "Finish" to skip several questions and jump directly to the heart of the matter. After clicking "Finish" you will see the table familiar from the previous section, where you can drag variables from a floating window into the "Row", "Column", and/or "Data" areas.
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· To analyze the relationship - if any - between "Gender" and "Salary Level", drag the variable "Salary Level" to the "Row" field of the table and the variable "Gender" to the "Column" field (if you accidentally drop a variable in the wrong spot, simply drag it back to the floating window). That will create a table with "Salary levels" as rows and "Gender" as columns, but containing no data yet. Finally, drag either "Gender" or "Salary Level" into the "Data" field in the middle (in our case it does not matter which one but in the picture below we used "Salary Level") and the table will be complete - but with raw data, not percentages.

8.
To analyze the relationship - if any - between "Sex" and "Security", drag { from the PivotTable Field List } the variable "Financial Security" to the "Row" field of the table and the variable "Sex" to the "Column" field (if you accidentally drop a variable in the wrong spot, simply drag it back to the floating window). That will create a table with "Financial Security" as rows and "Sex" as columns, but containing no data yet.

Finally, drag { from the PivotTable Field List } either "Sex" or "Financial Security" into the "Data" field in the middle and the table will be complete - but with raw data, not percentages.
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This table shows, for example, that 32 female employees out of 474 total employees earn between $10,000 and $20,000, while, for example, 45 male employees earn more than $60,000. 

Similarly, we can create tables to relate "Salary Level" with "Years of Education". We could start again from scratch, but since we already have the pivot table available, we can simply drag the "Salary Level" and "Gender" variables out of the table back to the floating window, and drag the "Years of Education" and "Salary Level" to the respective row, column, and data area to create our next table: 
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Finally we can create the table relating "Salary Level" with "Job Category". It will look similar to this one:
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To finish our discussion on crosstabs tables, let's use the above tables to answer specific questions:

Example: Using the same Excel data as before, answer the following questions:
1. How many female employees earn less than $40,000 ? How many males ?

2. How many people earning more that $60,000 have 15 years of education or less ? How many of those have more than 15 years of education ?

All answers should be in percent.
At first glance it might seem that we have already created the right tables to answer these questions. However, this time we want the answers in percent, while our above tables contain actual numbers. And, as we have discussed in the previous section, when we want to generate percentage tables we need to decide whether we want row or column percentages. Therefore, we first need to discuss exactly which tables to generate to answer these questions before worrying about how to do it in Excel.
To answer question 1, we clearly need to generate a table relating salary with gender. Let's use salary as row variable and gender as column, just as above:
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Question 1 uses as total all female employees, and in our table the "females" go along a column. Therefore, we need to generate column percentages in the above table. 

· Double-click the "Count of Salary Level" button in your table and click on "Options" in the dialog that pops up. Then select "% of column" in the "Show data as" field and click OK.
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You should see the final table, containing column percentages, as shown below.
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Now we can answer question 1 easily: Recall the question was "how many female employees earn less than $40,000". In the female column we need to add the numbers: 14.81% + 66.67%+13.43% since everyone in those corresponding cells is female and earns less than $40,000. You could of course use Excel to add these numbers, or simply add them in your head. The answer to the question is: 94.91% of females earn less than $40,000. For the male employees, the answer is: 63.95% of males earn less than $40,000. 
Actually, this seems to indicate that female employees, as a rule, earn less money than male employees. We will learn how to answer questions such as these in the next section.
It is left as an exercise to answer the second set of questions "How many people earning more than $60,000 have 15 years of education or less ? How many of those have more than 15 years of education". Here are, for your information, the answers (recall that you first need to determine whether to use row or column percentage tables, which of course depends on your choice of row and column variables, as well as on the particular question. Here is a particular table we chose to create:
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(Is that table using row or column percentages ?) The correct answers are:
· 2.22% of people earning more than $60,000 have 15 years or less of education 

· 97.78% of people earning more than $60,000 have more than 15 years of education

Again, a more interesting question might be to determine whether more years of education generally result in higher salaries (it does looks that way) - we will answer that type of question in the next section.

5.4 Chi-Square Test for Crosstab Data

In the previous section we computed crosstab tables, relating two categorical variables with each other. A natural question to ask now is:

Is there a relationship between two (categorical) variables, or do they appear to be independent?

The complete answer to this question would take us into the realm of hypothesis testing, which we have not yet introduced. For example, what exactly do we mean by "independent". But the question is intuitively easy to understand, so we will give a brief discussion on how to answer the above question without covering all of the mathematical details.

Example: Consider the crosstabs table we generated before, relating income with sex for a particular company, using the data file Selected Employees. The table we generated (using raw numbers, not row or column percentages) looked as follows:
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A natural and interesting question is: "Is there a relationship between salary and sex (the row and column variables) or do the two variables appear to be independent of each other".
To answer this question we assume that the row and column variables are independent, or unrelated. If that assumption was true we would expect that the values in the cells of the table are balanced.

Actual versus Expected - the Theory
To determine what we mean by balanced, let's take a simple example with two variables, sex and smoking, for example. We are interested in figuring out whether there is a relation between sex (male/female) and smoking (yes/no), or whether the two variables are independent of each other. We therefore conduct an experiment and ask a randomly selected group of people for their sex and whether they smoke. Then we construct the corresponding crosstabs table. Let's say we get a tables as follows (the actual numbers are fictitious):

	
	Male
	Female
	Totals

	Smoking
	30
	5
	35

	Not smoking
	10
	55
	65

	Totals
	40
	60
	100


Of the 35 people that are smoking, 30 of them are male. Conversely, of the 65 people that are not smoking, 55 of them are female. Such an outcome - using common sense - would suggest that there is a relation between smoking and sex, because the vast majority of smokers is male, while the majority of non-smokers is female. 

On the other hand, we might have gotten a table like this (again with fictitious numbers):

	 
	Male
	Female
	Totals

	Smoking
	22
	18
	40

	Not smoking
	26
	34
	60

	Totals
	48
	52
	100


Now the smokers and non-smokers are divided pretty much evenly among men and woman, suggesting perhaps that the two variables are independent of each other (a person's sex does not seem to have an impact on their smoking habit).

Now let's look exactly how a balanced table should look like if we assume that two variables are indeed independent. Suppose we are again conducting our experiment and select some random sample, but for now we only look at totals for each variable separately (the actual numbers are once again fictitious). Suppose, for example:

· number of smokers is 30, number of non-smokers is 70

· number of males is 40, number of females is 60

· total number of data values (subjects) is 100

With this information we could construct a crosstabs tables as follows:

	
 
	Male
	Female
	Totals

	Smoking
	
	
	30

	Not smoking
	
	
 
	70

	Totals
	40
	60
	100


But what kind of distribution in the various cells would we expect if the two variables were independent?

· We know that 30 of 100 (30%) are smoking; there are 40 males and 60 females - if male and female had nothing to do with smoking (the variables were independent) that we would expect that 30% of the 40 males are smoking, while 30% of the 60 females were smoking.

· We also know that 70 of 100 (70%) are not smoking; there are 40 males and 60 females - if the two variables were independent, I would similarly expect that 70% of the 40 males were not smoking and 70% of the 60 females were not smoking.

Under the assumption of independence I would expect my table to look as follows:

	
	Male 
	Female
	Totals

	Smoking
	30/100 * 40 = 12
	30/100 * 60 = 18
	30

	Not smoking
	70/100 * 40 = 28
	70/100 * 60 = 42
	70

	Totals
	40
	60
	100


In other words, if a crosstabs table with 2 rows and 2 columns has a row totals r1 and r2, respectively, and column totals c1 and c2, then if the two variables were indeed independent we would expect the complete table to look as follows:
	 
	X
	Y
	Totals

	A
	r1 * c1 / total
	r1 * c2 / total
	r1

	B
	r2 * c1 / total
	r2 * c2 / total
	r2

	Totals
	c1
	c2
	total


But now we have a procedure to test whether two variables are independent:
· Create a crosstabs table as usual, called the actual or observed values (not percentages)

· Create a second crosstabs table where you leave the row and column totals, but erase the number in the individual cells.

· If the two variables were independent, you would expect the entry in the i-th row and j-th column to be 

    (total of row i) * (total of column j) / (overall total)

Fill in all cells in this way and call the resulting crosstabs table the expected values table
· Now here is the clue: if the actual values are very different from the expected values, the conclusion is that the variables can not be independent after all (because if they were independent the actual values should look similar to the expected values).

The only question left to answer is "how different is very different", in other words when I compare the actual versus expected values, when do I decide they are sufficiently different for me to conclude that the variables are not independent? Before we answer that question, let's return to our original example. 

Actual versus Expected - the Example
Now lets' return to the original examples of determining whether sex (gender) and salary level are independent of each other or not for the particular company studied. According to our theoretical discussion, we create a second table with the same number of rows and columns (and labels) and name that table "Expected Values", while the original table will be named "Actual Values". We simply copy-and-paste the original table and erase the "inside cell" so we can recompute them (do not copy the very top line of the original table).
    Note that the table with actual values must contain counts, not percentages
In the table of expected values, each entry is computed as the product of the row and column total for that cell, divided by the overall total. The next picture illustrates these computations:
[image: image12.jpg]10

A B ol D 2 G H g

Count of Salary| Gend: +|

Salary Level v|female male Total| Salary Levelfemale male |Total
$10K-20K 32 1 33 $10K-20K 15.04 17.96 33
$20K-30K 144 86| 230 $20K-30K | 10481 12519 230
$30K-40K 29 78| 107 $30K-40K }:GQ*[S 9 107)
$40K-50K 5 28] 33 $40K-50K 15.04 17.96 33
$50K-60K 6 20| 26 $50K-60K 1185 14.15 26
>$60K 45| 45 >$60K 20. SIJ 2449 45
Total 216 258| 474 Grand Total 2161 258] 474

Actual Values Expected Values





For example, the entry in cell G5 (column G, row 5) of the Expected Values table is the product of the column G total (cell G9) times the row 5 total (cell I5) divided by the overall total (cell I9). Similarly, the entries of the expected values are:
	Value of cell G3 = G9 * I3 / I9
	Value of cell H3 = H9 * I3 / I9

	Value of cell G4 = G9 * I4 / I9
	Value of cell H4 = H9 * I4 / I9

	Value of cell G5 = G9 * I5 / I9
	Value of cell H5 = H9 * I5 / I9

	...
	...


If we compare the values, we see that of the people making $60K or more, fewer than expected are female (0 versus 20.51) while more than expected are male (45 versus 24.49). On the other hand, in the low-income category of $10-$20K, more than expected are female (32 versus 15.04) while fewer than expected are male (1 versus 17.96). That seems to point towards a gender bias for salaries, i.e. women make less money than men as a rule, or to phrase it differently: the row and column variables do not seem independent of each other; rather, there seems to be a dependence between them. The next paragraphs will describe how to quantify such a conclusion of independence or dependence.
Now we have the actual values versus the expected values, where the expected values were computed under the assumption that the two variables are independent.
· If we compute the sum of all differences(*)  between the actual and expected values, then it seems natural that if that sum was small, actual and expected values are close, which should be evidence for the variables to indeed be independent.

· If, however, the sum of differences(*) between actual and expected values is large, something is wrong. There is nothing we can do about the actual data values (they happen to be what we actually observed) something must be wrong with the expected values - but they were computed under the assumption of independence, which must therefore be wrong.

In other words: 

· if the sum of differences(*)  between actual and expected values is "small", the assumption of independence is valid

· If the sum of differences(*)  between actual and expected values is "large", the assumption of independence is invalid, hence there must be a relation between the variables

The big question left is: when is the difference small enough to accept the independence assumption, and when is the difference so large that we can no longer assume independence and must therefore accepted dependence. The answer to this question is provided by the Chi-Square test.
(*) We don't really need the sum of differences, because then negatives and positives would cancel each other out. Instead, we square all differences before adding them up to eliminate possible negative signs. Fortunately, though, Excel will handle the details of our computation.
The Chi-Square Test
The Chi-Square test computes the sum of the differences between actual and expected values (or to be precise the sum of the squares of the differences) and assign a probability value to that number depending on the size of the difference and the number of rows and columns of the crosstabs table.
· If the probability value p computed by the Chi-Square test is very small, differences between actual and expected values are judged to be significant (large) and therefore you conclude that the assumption of independence is invalid and there must be a relation between the variables. The error you commit by rejecting the independence assumption is given by this value of p.

· If the probability value p computed by the Chi-Square test is large, differences between actual and expected values are not significant (small) and you do not reject the assumption of independence, i.e. it is likely that the variables are indeed independent.
To compute the value of p, use the Excel function =chitest(actual_range, expected_range)
Restriction: The Chi-Square test is not appropriate if any of the expected values are small; as a rule of thumb, the Chi-Square test is reliable only if all expected values are 5 or more. Excel will not check this restriction - you need to manually inspect the expected values to ensure all of them have a value of 5 or more.
Now we can finish the above example: we used the Selected Employees data to generate the crosstabs table:

9)
We will use our Personals Project data.
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First we copy this table of actual counts to a second table (IMPORTANT: DO NOT COPY THE TOP ROW OF THE TABLE) to another table and compute the expected values:

10)
Do this with our PivotTable generated earlier. {Warning: Did you save it?}

11)
Compute the expected values.  This may take a while.  Be patient and fill each cell replacing any value there with the formula for the expected value.
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Please note that all expected values are bigger than 5 (the smallest expected value is 15.04), so the Chi-Square test is applicable.

Thus, in an empty cell, enter the Chi-Square test function:
=chitest(B3:C8, G3:H8)

12)
Put this in an empty cell below your tables.  Put a label to the left of it in another cell.


The ranges for the equation:



=chitest(actual_range, expected_range)

will reflect your table’s data ranges and will not  probably be the same as in the above example.

In the above case Excel computes that value to p = 1.91E-22, which is scientific notation for 0.00000000000000000000191. Thus, p is most definitely small and hence we conclude that there is a relation between the two variables sex and salary. In other words, the salary level in this particular company does depend on the sex of the employees. Since p is so close to zero our error is close to zero as well, so we are pretty certain that our conclusion is correct.
Example: Using the data from Selected Employees, is there a relation between salary and years of schooling?
We first use the data to create a crosstabs table of salary versus years of schooling, as in the previous section:
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Next we copy this table (without copying the top row) and compute the expected values (a lot of work) as well as the Chi-Square test value p:
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Again the value of p is for all intent and purposes zero (it's 0.00...0016236) so we could with high certainty conclude that there is a relation between years of education and salary level (in other words, you generally speaking make more money with a college degree than without, just like your parents told you). 
BUT we failed to check if the expected values pass our "rule-of-thumb" test. In fact, many of the expected values are very small, and are certainly smaller than 5. Thus, in this case the Chi-Square test is not reliable and we should not believe its conclusions since the assumptions of the test were not satisfied! That does not mean our conclusion of dependence (or relationship) was invalid, it simply means we should not apply this test at all to draw any conclusions. To remedy the problem, you could re-categoroze the data by using fewer groups so that hopefully the expected values in the new tables will all be above 5 - but we made our point and won't pusue this any further. Instead, here is another example.
Example: Every year there are large-scale surveys, selecting a representative sample of people in the US and asking them a broad range of questions. One such survey is the General Social Science (GSS) survey from 1996 (which contains mostly categorical data). Use the data (which is real-life data from 1996) to analyze if there is a relation between party affiliation and people's opinion on capital punishment.
After downloading and opening the GSS96-selected.xls data file, we construct a crosstabs table for "Party Affil" and "Capital Punishment" as described in previous sections. Then we copy the table (of actual values) to a second table and construct the expected values as described above. Finally, we use the chitest Excel function to compute the value of p. Here are the resulting figures:
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This time the smallest expected value is 9.02, which is above 5 so that it is valid to apply our Chi-Square test. Again p is very close to zero, stating that there is a relation between party affiliation and opinion on capital punishment. In fact, if you compare the actual versus expected values for the Democrats you can see that fewer democrats than expected favor the death penalty, while more than expected oppose it. For Republicans it is just the other way around. For independent and people with other party affiliations there seems to be little difference between actual and observed values.
So far in all our examples the variables were dependent (probably). Of course that is not always the case. For example, if we setup the corresponding tables for actual and expected values for the data from the GSS96 survey relating "Life is" with opinion on "Capital Punishment", we see that the computed p value is p = 0.045, which means that if we did reject the assumption of independence and hence stated that the outlook on life and the opinion on capital punishment are related, we would make an error of 4.5% - that might be more than we are willing to accept (see figure below).
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Finally, note that the Chi Square Test for crosstabs tables, as described here, checks whether two variables are independent of each other or not. If the test results in our conclusion that two variables are related, then the next question is: how strong are they related. There are different statistical procedures that allow you to decide about the strength of a relation ship, but for categorical data Excel does not provide the necessary functions or procedure to quickly perform these necessary computations.
To analyze the strength of a possible relation between two variables we will restrict ourselves to numerical variables and move on to the next chapter.
Personals Project Chi-Square Assignment
Now find one relationship between two variables in our data set, develop a reasonable hypothesis for it, state the null hypothesis, and test the null hypothesis using the procedures above and within the limits mentioned.

1.
Hypothesis



Rationale



Hypothesis statement

2.
Null hypothesis

3.
Chi-Square Test of the Null Hypothesis



Accept or reject?



Why?



Within the five-element limit?

4.
Discussion & Conclusions

Present this in a one-page typed, double spaced, report in your own words.  Short title, name, date, and course at the top.  Copy of your tables attached to your report.

� From � HYPERLINK "http://pirate.shu.edu/~wachsmut/Teaching/MATH1101/Tables/crosstabs.html" ��http://pirate.shu.edu/~wachsmut/Teaching/MATH1101/Tables/crosstabs.html�


on 4/11/2010


� From � HYPERLINK "http://pirate.shu.edu/~wachsmut/Teaching/MATH1101/Tables/chi-square.html" ��http://pirate.shu.edu/~wachsmut/Teaching/MATH1101/Tables/chi-square.html�


on 4/11/2010





PAGE  
1

