Topic 13
Logistic Regression

	Activity 13-1:  Odds  


· Open the data file NSFH.SAV XE "NSFH.MTW" .  A description of the contents of this data set can be found in Appendix A.  The variable E1295E gives the responses to the statement “Marriage is a lifetime relationship and should never be ended except under extreme circumstances.”  Recode the variable E1295E so that 1 and 2 have a value of 1 and all other non-missing values become 0.  Store the recoded values in a new variable 
This new variable is binary where a 1 represents that the respondent agreed with the statement and a 0 represents the respondent either disagreed with the statement or was neutral.  Now to get the proportion o men and women who agreed with the statement, split the file using the gender of the respondent, M2DP01, as the grouping variable.  Now use, Analyze > Descriptive Statistics > Frequencies to compute the proportion of men that agreed with the statement and the proportion of women that agreed with the statement.  Call them 
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a) Compute and record below the following odds.
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	Activity 13-2:  Estimating Logistic Regression Parameters


a) Compute and record below the log odds for men and for women.  Most scientific hand calculators have a ln key that can do this.  In SPSS you can use the ln function in Transform > Compute.

	Men:
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	Women:
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· Let x be defined as follows
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· This will be our predictor variable.

b) We now use the results in part (a) to write two logistic regression model equations, one for each value of x.  For example the one for the men would be 
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In the space below write the equation for the women.
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c) The equation for the men gives you a value for 
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 in the equation for women to obtain a value for 
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d) Write the logistic regression equation in the space below.
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e) Use the above equation to compute 
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This means that the odds of a woman agreeing with the statement are about 82% of those for a man.

	Activity 13-3:  Using SPSS for Logistic Regression


a) We wish to run a logistic regression to use the level of educaton of the respondent to predict his/her gender.  The relevant variables are COMPLED and M2DP01, respectively. XE "NSFH.MTW" 
b) Run the binary logistic regression command using M2DP01 as the dependent variable and COMPLED as the covariate.  You should get results that look like the following.

Logistic Regression
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c) Perform a logistic regression using the education level of the respondent to predict whether the respondent has an income above the median income.  Recode IREARN so that a respondent with an income above the median value of $8000 gets a 1 and all other respondents get a 0. Look at the SPSS results and briefly describe what you see.
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The model correctly predicted the income level almost 62% of the time.  The Wald test shows that education level is a useful predictor of income level.  The logistic regression equation is
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